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Abstract 

Background  Tuberculous pleural effusion (TPE) is a challenging extrapulmonary manifestation of tuberculosis, 
with traditional diagnostic methods often involving invasive surgery and being time-consuming. While various 
machine learning and statistical models have been proposed for TPE diagnosis, these methods are typically limited 
by complexities in data processing and difficulties in feature integration. Therefore, this study aims to develop a diag-
nostic model for TPE using ChatGPT-4, a large language model (LLM), and compare its performance with traditional 
logistic regression and machine learning models. By highlighting the advantages of LLMs in handling complex clinical 
data, identifying interrelationships between features, and improving diagnostic accuracy, this study seeks to provide 
a more efficient and precise solution for the early diagnosis of TPE.

Methods  We conducted a cross-sectional study, collecting clinical data from 109 TPE and 54 non-TPE patients 
for analysis, selecting 73 features from over 600 initial variables. The performance of the LLM was compared with logis-
tic regression and machine learning models (k-Nearest Neighbors, Random Forest, Support Vector Machines) using 
metrics like area under the curve (AUC), F1 score, sensitivity, and specificity.

Results  The LLM showed comparable performance to machine learning models, outperforming logistic regression 
in sensitivity, specificity, and overall diagnostic accuracy. Key features such as adenosine deaminase (ADA) levels 
and monocyte percentage were effectively integrated into the model. We also developed a Python package (https://​
pypi.​org/​proje​ct/​tpeai/) for rapid TPE diagnosis based on clinical data.

Conclusions  The LLM-based model offers a non-surgical, accurate, and cost-effective method for early TPE diagno-
sis. The Python package provides a user-friendly tool for clinicians, with potential for broader use. Further validation 
in larger datasets is needed to optimize the model for clinical application.
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Introduction
Tuberculous pleural effusion (TPE) is a frequently 
encountered form of extrapulmonary tuberculosis, and 
its nonspecific clinical and imaging features present sig-
nificant diagnostic challenges. Early and accurate diag-
nosis of TPE is critical for timely treatment, especially 
in regions with a high burden of tuberculosis. However, 
traditional diagnostic methods, such as pleural biopsy 
and pleural effusion (PE) analysis, often demonstrate lim-
ited sensitivity. This limitation underscores the need for 
more advanced diagnostic tools. While numerous studies 
have explored machine learning models for TPE diagno-
sis, the potential of large language models (LLMs) such 
as ChatGPT-4 has not yet been thoroughly investigated. 
This study aims to create a diagnostic model for TPE 
using ChatGPT-4 and compare its performance with tra-
ditional TPE diagnosis models based on logistic regres-
sion and machine learning methods. We also explore the 
performance differences between these approaches.

In many countries, TPE is a leading cause of PE and one 
of the most prevalent types of extrapulmonary tuberculo-
sis, posing a prominent public health issue in developing 
countries, including China [1, 2]. TPE is caused by Myco-
bacterium tuberculosis infection of the pleura, charac-
terized by a substantial accumulation of chronic effusion 
and inflammatory cells in the pleural cavity [3]. The com-
bination of elevated lymphocyte count, exudative PE, and 
increased adenosine deaminase (ADA) levels is crucial 
for TPE diagnosis. However, in early cases, neutrophils 
may predominant [4], ADA levels may be relatively low 
[5], and the optimal pleural fluid ADA threshold for TPE 
diagnosis varies across studies [1, 6]. The gold standard 
for diagnosing TPE is detecting Mycobacterium tuber-
culosis in PE or pleural biopsy specimens [1]. However, 
pleural fluid microbiological cultures have low positiv-
ity rates and are time-consuming, often requiring up to 
eight weeks. Additionally, obtaining pleural specimens 
via thoracoscopy or percutaneous pleural biopsy involves 
a surgical procedure, which poses substantial trauma and 
risks of complications, such as iatrogenic pneumothorax 
[7]. Therefore, diagnosing TPE remains challenging. This 
highlights the critical need for a less invasive, more accu-
rate, and cost-effective method for early TPE diagnosis.

Recently, the use of artificial intelligence (AI) in health-
care has been gradually expanding. Machine learning, 
a subset of AI, creates algorithms that utilize large and 
complex datasets. This enables computers to exhibit 
intelligent behavior [8]. Machine learning algorithms 
(MLAs), such as k-Nearest Neighbors (KNN), Random 
Forests (RF), and Support Vector Machines (SVM), can 
build efficient, objective, and accurate disease diagno-
sis models. Machine learning has shown broad poten-
tial for clinical diagnosis [9]. Zhou et al. proposed a new 

algorithm, CFDE, for feature selection in the clinical fea-
ture analysis of TPE. This algorithm demonstrated sig-
nificant advantages in global optimization and feature 
selection. When combined with the SVM model, it effec-
tively identified key clinical indicators associated with 
TPE, supporting early diagnosis and treatment of TPE 
[10]. Ren et  al. explored diagnostic biomarkers for TPE 
and incorporated patient clinical features into MLAs, 
including logistic regression, SVM, RF, and KNN. The 
results showed that RF achieved an area under the curve 
(AUC) value of 0.97, significantly higher than the AUC of 
pleural effusion ADA (0.89) [11]. Li et al. developed a new 
model called bGACO-SVM to classify TPE from non-
TPE. The results showed that this model differed from 
classical MLAs [12]. Additionally, Li et  al. combined a 
new algorithm, FS-MFO-SVM, with feature selection for 
diagnosing TPE. This approach demonstrated an average 
accuracy of 95%, an AUC of 0.9564, sensitivity of 93.35%, 
and specificity of 97.57% [13]. Despite these advance-
ments, machine learning-based methods still face chal-
lenges in effectively integrating and analyzing complex, 
multi-dimensional clinical data, especially when dealing 
with high variability data.

LLMs are AI systems based on deep learning [14, 15]. 
By learning from vast amounts of data, they can analyze 
complex clinical information and provide medical diag-
nostic suggestions [16–20]. Significant progress has been 
made in applying LLMs to disease diagnosis and treat-
ment. Studies have shown that LLMs, such as ChatGPT, 
can assist clinicians quickly access and summarize large 
volumes of medical literature. This enables them to stay 
updated on recent studies about rare diseases and facili-
tates more precise diagnosis [21]. Tassallah et  al. evalu-
ated the performance of three LLMs—ChatGPT 3.5, 
ChatGPT-4, and Google Bard—in diagnosing conditions 
such as chylous tuberculosis and primary adrenal cortical 
insufficiency. The results showed that these models out-
performed the average diagnostic accuracy of physicians 
[22]. Zheng et al. pointed out that ChatGPT excelled in 
assisting the diagnosis of diseases like primary pulmo-
nary arterial hypertension and Parkinson’s disease with 
an early onset. It demonstrated the ability to quickly 
analyze medical literature and patient data while formu-
lating personalized treatment plans [23]. Hu et al. evalu-
ated ChatGPT-4’s ability to diagnose rare eye diseases in 
different scenarios. The results showed that ChatGPT-4 
helped primary care ophthalmologists diagnose rare eye 
conditions more quickly and accurately [24]. Addition-
ally, Carlo et al. assessed the performance of various AI 
LLMs (ChatGPT 3.5, ChatGPT-4, Bing Chat, Google 
Bard, and Claude) in answering medical questions about 
diseases such as thymoma and Good’s syndrome. The 
results showed that ChatGPT-4 and Bard outperformed 
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others in terms of information accuracy, responsiveness, 
and clinical applicability [25]. These studies demonstrate 
that LLMs offer superior efficiency compared to tradi-
tional methods and may also provide advantages in diag-
nostic accuracy. However, while these LLM models have 
shown promise in various clinical scenarios, their appli-
cation to TPE diagnosis remains unexplored.

This study aims to bridge this gap by developing a 
diagnostic model for TPE using the LLM. We compare 
its performance with traditional diagnostic approaches, 
including logistic regression and various MLAs, to eval-
uate its ability to diagnose TPE. The results show that 
LLMs, particularly ChatGPT-4, excel at integrating clini-
cal data and identifying potential relationships between 
complex features, offering new insights and support for 
the early diagnosis of TPE. Furthermore, we developed 
and published a ChatGPT-4-based diagnostic LLM 
software package for distinguishing between TPE and 
non-TPE, making it accessible for clinical use. Future 
refinement of this tool could significantly enhance diag-
nostic accuracy and efficiency, ultimately facilitating ear-
lier diagnosis and more personalized treatment of TPE.

Materials and methods
Patients and study design
This study included 38,885 hospitalized patients from 
January 2011 to June 2024 at the Affiliated Hospital of 
Jiujiang University. A cross-sectional study was con-
ducted. Patients were eligible for enrollment if they met 
the following criteria: (1) a diagnosis of pleural effusion 
(PE) confirmed by ultrasound, chest computed tomog-
raphy (CT), or X-ray; (2) a diagnosis of PE confirmed by 
pleural biopsy. The exclusion criteria were: (1) patients 
who had undergone anti-tuberculosis treatment prior to 
admission; (2) pregnant women; (3) patients with incom-
plete clinical data (more than 20% missing); (4) patients 
with an unknown cause of PE. All patients included in the 
study were newly diagnosed with PE and had not received 
any prior treatment. We collected relevant demographic, 
laboratory, and clinical information from the hospital’s 

clinical electronic records system. In total, 163 patients 
were included in the final analysis. Among them, 109 had 
TPE, and 54 had non-TPE. Initially, over 600 clinical fea-
tures were screened for the 163 patients. Variables with 
more than 20% missing data were excluded, leaving 73 
variables for analysis. Differences between variables were 
visualized using the ggplot2 package. The patient selec-
tion process and study flowchart are shown in Fig. 1.

Diagnostic criteria for TPE
The diagnosis of TPE is based on one of the following 
criteria: (a) the detection of Mycobacterium tuberculosis 
in pleural fluid or pleural tissue culture; (b) histological 
examination showing granulomatous inflammation in 
pleural biopsy, with Mycobacterium tuberculosis isolated 
from another site; or (c) histological examination show-
ing granulomatous inflammation in pleural biopsy, with 
clinical response to anti-tuberculosis therapy [26].

Data collection and variable selection
We selected candidate variables based on key literature 
on TPE diagnosis models and our clinical experience. 
These variables were chosen for their clinical availability 
and non-surgical nature. The potential diagnostic vari-
ables included the following clinical characteristics: age, 
sex, routine PE parameters (color, turbidity, specific 
gravity, and Leifant test), biochemical parameters of PE 
(total protein, glucose, lactate dehydrogenase (LDH), 
adenosine deaminase (ADA), and albumin), serum bio-
chemical parameters (C-reactive protein (CRP), eryth-
rocyte sedimentation rate (ESR)), complete blood count 
[(white blood cells (WBC), lymphocytes, neutrophils], 
and tumor markers [carcinoembryonic antigen (CEA), 
non-small cell lung cancer-related antigen, neuron-
specific enolase (NSE)], among others. Samples were 
sourced from peripheral blood, PE, or pleural tissue col-
lected during hospitalization. We collected clinical data 
from eligible patients using a structured data sheet cus-
tomized for this study. These clinical data were obtained 
from the patients’ discharge records. Two experienced 

Fig. 1  Patient selection and study flowchart. The flowchart illustrates the steps involved in developing a diagnostic model for tuberculous 
pleural effusion (TPE) using various modeling approaches. Data was collected from 38,885 patients admitted to the Department of Respiratory 
Medicine at Ganjiang University Affiliated Hospital between January 2011 and June 2024. A total of 245 patients with pleural effusion were 
included after excluding 38,640 patients without pleural effusion. Among these, 163 patients underwent thoracoscopic biopsy and were included 
in the study. Patients were further divided into two groups: the TPE group (n = 109), diagnosed with TPE, and the non-TPE group (n = 54), diagnosed 
with other types of pleural effusion (PE). The data was divided into training (n = 115) and test sets (n = 48) for model development and evaluation. 
Lasso regression was applied for variable selection. Three model types were developed: H2O AutoML, including XGBoost, GBM, GLM, XRT, 
ensemble stacking, and deep learning algorithms; traditional logistic regression models using forward, backward, and bidirectional stepwise 
regression; and ChatGPT-based large language models (LLMs), including ChatGPT-4o and ChatGPT-4. The diagnostic performance of these models 
was compared with eight previously published TPE diagnosis models to assess their accuracy and effectiveness. The final goal was to evaluate 
and compare the diagnostic performance of machine learning, traditional logistic regression, and LLMs in diagnosing TPE

(See figure on next page.)
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Fig. 1  (See legend on previous page.)
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pulmonologists reviewed, refined, and cross-checked the 
clinical data. All data were collected by research staff who 
were blinded to the final outcome measurements.

Data preprocessing and feature selection
The cohort data used in this study contained missing val-
ues. Deleting all incomplete data could reduce the sam-
ple size, compromise data quality, and affect diagnostic 
results. Therefore, we excluded data with more than 20% 
missing values. For data with missing values ≤ 20%, we 
applied different imputation methods depending on the 
data type. We used the “norm” method for continuous 
data, “logreg” for binary classification data, and “polyreg” 
for multiclass data. These imputation methods were 
implemented using the “mice” package in R. All con-
tinuous variables were converted into binary variables, 
with the optimal classification threshold determined by 
receiver operating characteristic (ROC) curve analysis. 
We used the coords function from the pROC package to 
select the optimal threshold, which is determined based 
on the trade-off between sensitivity and specificity. This 
method finds the balance point between sensitivity (max-
imizing the identification of positive samples) and speci-
ficity (minimizing false negatives), thereby optimizing the 
classification performance (detailed in Code Sect.  1 of 
Supplementary Materials).

We then clustered the data using partial least squares 
discriminant analysis (PLS-DA). Variables with variable 
importance projection (VIP) values greater than 0.5 were 
extracted, resulting in 73 selected variables. We removed 
variables with area under the curve (AUC) values less 
than 0.6, leaving 17 variables. Next, we removed highly 
correlated variables with pairwise correlations greater 
than 0.5. We assessed multicollinearity using the vari-
ance inflation factor (VIF). Variables with a VIF value less 
than 5 were retained, reducing the number of variables 
to 16. Finally, we used least absolute shrinkage and selec-
tion operator (LASSO) regression, conducted with the 
“glmnet” package in R, to select 12 variables for the final 
analysis. Using the “caret” package, we randomly split the 
patients into a training and test set in a 7:3 ratio.

Establishment and evaluation of the TPE machine learning 
diagnosis model
In this study, we used H2O AutoML to integrate a series 
of classical and advanced machine learning algorithms 
to effectively diagnose TPE. The algorithms employed 
included “XGBoost”, “GBM”, “GLM”, “XRT”, “DeepLearn-
ing”, and “StackedEnsemble” (detailed in Supplementary 
Materials). We comprehensively evaluated these algo-
rithms to select the optimal model for disease diagnosis.

Hyperparameter tuning and cross‑validation
To optimize model performance and prevent overfit-
ting, we used fivefold cross-validation. This method splits 
the training dataset into five mutually exclusive subsets. 
Each subset serves as the validation set while the remain-
ing four subsets are used for training. Additionally, the 
AutoML process automatically performs hyperparameter 
tuning to explore the best model configuration.

Model selection and evaluation
We set the number of automatically generated models 
to 1000, and successfully generated 453 models. These 
models underwent hyperparameter tuning and fivefold 
cross-validation. We implemented an early stopping 
mechanism, using AUC as the performance evaluation 
metric. The training process was automatically halted 
if the AUC improvement was less than 0.001 for three 
consecutive training cycles, preventing overfitting. We 
also filtered out models with an AUC of 1, as this could 
indicate overfitting. The final model was selected based 
on the largest average AUC value from both the training 
and validation sets. This ensured optimal diagnostic per-
formance and generalizability.

Model performance evaluation and diagnostic interpretation
We evaluated model performance using ROC curves, F1 
score, and SHAP (R package) analysis. First, we used the 
trained model to make diagnosis on the test set (testdata) 
and extracted the diagnostic probabilities for the positive 
class (class 1).We then used the pROC package to gener-
ate the ROC curve and calculate the model’s AUC with 
its 95% confidence interval. The F1 score on the test set 
was calculated using the confusionMatrix function. We 
also visualized the confusion matrix and saved it. Finally, 
we performed SHAP value analysis using the shapviz 
package to interpret the impact of each variable on the 
model’s diagnosis. This analysis helped explain the mod-
el’s diagnosis of TPE likelihood in patients.

Establishment of the traditional logistic regression model 
and comparison with previous models
Logistic regression model construction and variable selection
We constructed a logistic regression model to fit the data 
for effective TPE diagnosis. First, we built a full-variable 
logistic regression model using variables selected by 
LASSO in the training dataset. We applied three different 
variable selection strategies: forward selection, backward 
elimination, and stepwise regression. Forward selection 
adds variables progressively based on the minimum AIC 
value. Backward elimination removes non-significant 
variables step by step. Stepwise regression combines 
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both strategies. During the variable selection process, we 
chose the logistic regression model from forward selec-
tion with the highest AUC for subsequent analysis.

Model evaluation and performance visualization
ROC curve and AUC calculation
We evaluated model performance using the ROC curve 
and calculated the AUC to quantify classification perfor-
mance. The pROC package generated ROC curves for 
both the training and test sets. We recorded the AUC val-
ues and their 95% confidence intervals (CI). To assess the 
model’s reliability, we applied a bootstrap method with 
1000 resamples. This produced multiple ROC curves to 
evaluate the model’s stability.

Decision curve analysis (DCA)
We performed DCA to assess the clinical applicability of 
the model at different thresholds. DCA evaluates the net 
benefit at various decision thresholds, helping us deter-
mine the model’s practical significance in specific clinical 
scenarios.

Variable importance and forest plot visualization
We used a forest plot to visually display each variable’s 
contribution to the model’s diagnosis. The forestplot 
package created the plot, displaying the importance of 
variables through their respective odds ratios (OR). The 
visual results also included the confidence intervals and 
significance levels for the variables.

Nomogram and individualized diagnosis
We used a nomogram to show how the model can be 
used for individualized diagnosis. The nomogram con-
verts each variable into a scoring system to diagnose TPE 
in an individual. This approach enhances the interpret-
ability and practical application of the model.

Comparison with published TPE diagnosis model 
performance
We collected the variables from eight previously pub-
lished TPE diagnosis models and applied them to our 
training dataset for modeling and diagnosis on the test 
dataset. We compared the AUC values of the different 
models to evaluate and determine the classification per-
formance of each model.

Establishment and evaluation of the large language model 
(LLM) (ChatGPT‑4) diagnosis model for TPE
To further explore the application of LLM (ChatGPT-4) 
in diagnosing TPE, we employed the following methods:

Variable importance scoring
First, we used the variable set selected by LASSO 
regression and assigned an importance score to each 
variable using ChatGPT-4. The scores ranged from 
1 to 10. This process was repeated 10 times, and we 
calculated the mean score for each variable across all 
10 iterations. We ranked the variables in descending 
order based on their mean importance scores. Vari-
ables with an average importance score greater than 5 
were selected. A total of 8 key variables were identified: 
a. Biochemical parameters of PE: ADA, total protein, 
albumin; b. Blood cell analysis parameters: Lymphocyte 
count, neutrophil percentage, monocyte percentage, 
neutrophil count; c. Patient age.

Model training and diagnosis
We input the 8 key variables into ChatGPT-4 to train 
the model, ensuring it accurately learned and under-
stood the data features. After training, we used the 
model to diagnose the TPE.

Model evaluation
We evaluated the model’s performance using the ROC 
curve and the F1 score. By calculating the AUC and F1 
score, we quantified the model’s classification perfor-
mance. Finally, we compared the diagnosis results of 
the ChatGPT-4 with those of previous best-perform-
ing machine learning models (such as Support Vec-
tor Machines (SVM), Random Forests (RF)) and the 
traditional logistic regression model. This comparison 
helped us assess its superiority or limitations.

Development of the ChatGPT‑4 diagnostic model python 
package for TPE
We developed a Python package named tepai (https://​
pypi.​org/​proje​ct/​tpeai/) to quickly differentiate 
between TPE and non-TPE using the diagnostic power 
of ChatGPT-4. By inputting a set of key variables 
related to the patient’s biochemistry and blood cell 
analysis, the model provides an intelligent diagnosis. 
The required variables include: pleural fluid biochem-
istry (ADA, total protein, albumin), blood cell analysis 
(lymphocyte count, neutrophil percentage, monocyte 
percentage, neutrophil count), and patient age. The 
model uses these inputs to generate a diagnosis through 
ChatGPT-4, assisting clinicians quickly identify the 
type of PE and make informed diagnostic and treat-
ment decisions.

Statistical methods
Statistical analyses and software development for this 
study were performed using R 4.2.3 and Python 3.10. 

https://pypi.org/project/tpeai/
https://pypi.org/project/tpeai/
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We first tested continuous variables for normality. 
Data that followed a normal distribution are presented 
as mean ± standard deviation (SD). We used the inde-
pendent samples t-test for pairwise comparisons and 
ANOVA for multiple group comparisons. For non-
normally distributed data, the median and interquar-
tile range [P25, P75] are presented. Group comparisons 
were made using the Mann–Whitney U test for two 
groups and the Kruskal–Wallis test for multiple groups. 
Categorical data are expressed as frequencies and per-
centages (%), with the Chi-square (χ2) test used to com-
pare rates between groups. We set a significance level 
of α = 0.05 (two-tailed). A P-value of less than 0.05 was 
deemed statistically significant.

Results
Clinical characteristics of TPE
We analyzed 73 clinical variables from 163 patients 
(including 109 TPE patients and 54 non-TPE patients) 
who underwent thoracoscopic biopsy (Fig.  1). A base-
line table of clinical characteristics for the TPE and non-
TPE groups was generated using the tableone package 
(Table 1). We classified non-TPE and TPE samples using 
clinical characteristics data based on routine blood tests 
and biochemical markers, with PLS-DA (Fig.  2A). The 
results showed that the first two principal components 
(PC1 and PC2) explained 6.83% and 3.44% of the vari-
ance, respectively, and the two groups exhibited a clear 
separation on the score plot. This indicates that clini-
cal features have strong discriminative power in distin-
guishing non-TPE group from TPE group. To further 
explore the expression patterns of these clinical features 
across different samples, we used a heatmap to display 
the expression levels of various biochemical and hema-
tological variables (Fig.  2B). The results indicated sig-
nificant differences in the expression levels of these 
variables between non-TPE and TPE groups. The cut-off 
values and area under the curves (AUCs) of the clini-
cal characteristics are shown in Supplementary Table 1. 
We illustrated the distribution of key biomarkers in the 
non-TPE and TPE groups (Fig. 2C). The findings revealed 
significant intergroup differences (P < 0.05) in the levels 
of adenosine deaminase (ADA) in pleural effusion (PE), 
total protein distribution, and the percentage of mono-
cytes in the blood count. These biomarkers may hold 
potential diagnostic value for TPE. Furthermore, we 
assessed the diagnostic performance of these biomarkers 
using ROC curve analysis (Fig. 2D). The AUC for ADA in 
PE was 0.8488 (95% CI: 0.7696–0.928), the AUC for the 
percentage of monocytes in the blood count was 0.7645 
(95% CI: 0.6903–0.8387), and the AUC for total protein 
in PE was 0.7202 (95% CI: 0.6332–0.8072). These results 
indicate that ADA levels in PE, total protein distribution, 

and monocyte percentage in the blood count have high 
diagnostic accuracy and can effectively differentiate 
between TPE and non-TPE groups.

Machine learning modeling effectively diagnose TPE
We further refined the variable selection by excluding 
variables with AUC values less than 0.6 and those with 
pairwise correlations greater than 0.5. We also assessed 
multicollinearity using the variance inflation factor (VIF) 
and retained variables with VIF values less than 5 (Sup-
plementary Table 2, Supplementary Fig. 1). This process 
resulted in 16 selected variables (detailed in the Methods 
section). Subsequently, we performed diagnostic analysis 
for TPE using a machine learning model. We visualized 
the coefficient paths of different biochemical and hema-
tological variables using the LASSO regression model 
(Fig.  3A). As the regularization parameter λ increased, 
the coefficients of the variables gradually shrank toward 
zero, indicating that the influence of some variables on 
the model’s diagnosis was reduced during regularization. 
We then examined the model’s performance at differ-
ent λ values using a validation curve (Fig. 3B). The Mean 
Squared Error initially decreased and then increased with 
λ, suggesting that an optimal λ value corresponding to 
the best model complexity that could maintain high accu-
racy while avoiding overfitting. We selected 12 variables 
for further modeling. Using the H2O automated machine 
learning platform, we created 453 models with six algo-
rithms: “XGBoost”, “GBM”, “GLM”, “XRT”, “DeepLearn-
ing”, “StackedEnsemble”. We ranked the top 93 models 
based on their average AUC values from both the train-
ing and test sets (Fig.  3C, Supplementary Tables  3–6). 
The results indicate that most models performed excel-
lently on these two metrics. Additionally, we used the 
Gain method to reflect the importance of each variable 
in the optimal XGBoost model (Fig.  3D). The variable 
importance ranking shows that biochemical markers in 
PE, such as albumin and ADA, possess the strongest 
diagnostic ability in distinguishing between the TPE 
and non-TPE groups. To further explain the diagnos-
tic mechanism of the model, we used SHAP to analyze 
the contribution of each feature to the sample outcomes 
(Fig. 3E). The analysis showed that features like PFB ADA 
and PFB albumin significantly impacted the model’s diag-
nosis. In contrast, features such as age and lipid profile 
triglycerides contributed less. The results showed that 
“albumin = 0” in PE had the strongest negative impact 
on the model output, with a SHAP value of − 1.34, while 
“ADA = 1” in PE had a significant positive impact (SHAP 
value of + 1.29). Additionally, the SHAP force plot dem-
onstrated the decomposition of multiple features’ con-
tributions to the diagnostic result for a specific sample 
(Fig.  3F). In this sample, the positive contributions of 
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Table 1  Baseline clinical characteristics of TPE and non-TPE patients

Level Overall Non-TPE TPE p value

n 163 54 109

GROUP (%) 0 54 (33.13) 54 (100.00) 0 (0.00) < 0.0001

1 109 (66.87) 0 (0.00) 109 (100.00)

Gender (%) 0 39 (23.93) 15 (27.78) 24 (22.02) 0.5378

1 124 (76.07) 39 (72.22) 85 (77.98)

COHORT (mean (SD)) 2018.859 (3.222) 2018.944 (3.123) 2018.817 (3.283) 0.8123

Age (%) 0 28 (17.18) 1 (1.85) 27 (24.77) 0.0006

1 135 (82.82) 53 (98.15) 82 (75.23)

CRP (%) 0 36 (22.09) 19 (35.19) 17 (15.60) 0.0084

1 127 (77.91) 35 (64.81) 92 (84.40)

D-dimer (%) 0 81 (49.69) 32 (59.26) 49 (44.95) 0.1205

1 82 (50.31) 22 (40.74) 60 (55.05)

Electrolytes_Chloride (%) 0 118 (72.39) 33 (61.11) 85 (77.98) 0.0374

1 45 (27.61) 21 (38.89) 24 (22.02)

Electrolytes_Osmolality (%) 0 81 (49.69) 20 (37.04) 61 (55.96) 0.035

1 82 (50.31) 34 (62.96) 48 (44.04)

Electrolytes_Phosphorus (%) 0 92 (56.44) 34 (62.96) 58 (53.21) 0.3106

1 71 (43.56) 20 (37.04) 51 (46.79)

Electrolytes_Calcium (%) 0 99 (60.74) 30 (55.56) 69 (63.30) 0.4337

1 64 (39.26) 24 (44.44) 40 (36.70)

Electrolytes_Natrium (%) 0 43 (26.38) 7 (12.96) 36 (33.03) 0.0109

1 120 (73.62) 47 (87.04) 73 (66.97)

Electrolytes_Potassium (%) 0 52 (31.90) 22 (40.74) 30 (27.52) 0.1271

1 111 (68.10) 32 (59.26) 79 (72.48)

Electrolytes_Magnesium (%) 0 32 (19.63) 16 (29.63) 16 (14.68) 0.0401

1 131 (80.37) 38 (70.37) 93 (85.32)

Electrolytes_Anion gap (%) 0 74 (45.40) 20 (37.04) 54 (49.54) 0.1796

1 89 (54.60) 34 (62.96) 55 (50.46)

CEA (%) 0 75 (46.01) 16 (29.63) 59 (54.13) 0.0053

1 88 (53.99) 38 (70.37) 50 (45.87)

NSE (%) 0 35 (21.47) 18 (33.33) 17 (15.60) 0.0167

1 128 (78.53) 36 (66.67) 92 (84.40)

Liver function_GGT (%) 0 119 (73.01) 34 (62.96) 85 (77.98) 0.065

1 44 (26.99) 20 (37.04) 24 (22.02)

Liver function_Carbon dioxide (%) 0 62 (38.04) 24 (44.44) 38 (34.86) 0.3103

1 101 (61.96) 30 (55.56) 71 (65.14)

Liver function_Total bile acids (%) 0 78 (47.85) 16 (29.63) 62 (56.88) 0.0019

1 85 (52.15) 38 (70.37) 47 (43.12)

Liver function_Total bilirubin (%) 0 43 (26.38) 17 (31.48) 26 (23.85) 0.3946

1 120 (73.62) 37 (68.52) 83 (76.15)

Liver function_Total protein (%) 0 145 (88.96) 53 (98.15) 92 (84.40) 0.0178

1 18 (11.04) 1 (1.85) 17 (15.60)

Liver function_Globulin (%) 0 98 (60.12) 37 (68.52) 61 (55.96) 0.1704

1 65 (39.88) 17 (31.48) 48 (44.04)

Liver function_Albumin/Globulin ratio (%) 0 82 (50.31) 30 (55.56) 52 (47.71) 0.4372

1 81 (49.69) 24 (44.44) 57 (52.29)

Liver function_Albumin (%) 0 75 (46.01) 31 (57.41) 44 (40.37) 0.0591

1 88 (53.99) 23 (42.59) 65 (59.63)

Liver function_Direct bilirubin (%) 0 138 (84.66) 39 (72.22) 99 (90.83) 0.0041
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Table 1  (continued)

Level Overall Non-TPE TPE p value

1 25 (15.34) 15 (27.78) 10 (9.17)

Liver function_Alkaline phosphatase (%) 0 67 (41.10) 14 (25.93) 53 (48.62) 0.0092

1 96 (58.90) 40 (74.07) 56 (51.38)

Liver function_ALT (%) 0 135 (82.82) 48 (88.89) 87 (79.82) 0.2207

1 28 (17.18) 6 (11.11) 22 (20.18)

Liver function_AST/ALT ratio (%) 0 51 (31.29) 12 (22.22) 39 (35.78) 0.1147

1 112 (68.71) 42 (77.78) 70 (64.22)

Liver function_AST (%) 0 45 (27.61) 20 (37.04) 25 (22.94) 0.0874

1 118 (72.39) 34 (62.96) 84 (77.06)

Liver function_Indirect bilirubin (%) 0 81 (49.69) 23 (42.59) 58 (53.21) 0.2671

1 82 (50.31) 31 (57.41) 51 (46.79)

Liver function_BUN (%) 0 30 (18.40) 12 (22.22) 18 (16.51) 0.5026

1 133 (81.60) 42 (77.78) 91 (83.49)

Liver function_Uric acid (%) 0 18 (11.04) 4 (7.41) 14 (12.84) 0.4372

1 145 (88.96) 50 (92.59) 95 (87.16)

Liver function_Creatinine (%) 0 29 (17.79) 14 (25.93) 15 (13.76) 0.0903

1 134 (82.21) 40 (74.07) 94 (86.24)

Liver function_LDH (%) 0 37 (22.70) 17 (31.48) 20 (18.35) 0.0919

1 126 (77.30) 37 (68.52) 89 (81.65)

Pleural fluid biochemistry_Total protein (%) 0 61 (37.42) 35 (64.81) 26 (23.85) < 0.0001

1 102 (62.58) 19 (35.19) 83 (76.15)

Pleural fluid biochemistry_Albumin (%) 0 45 (27.61) 26 (48.15) 19 (17.43) 0.0001

1 118 (72.39) 28 (51.85) 90 (82.57)

Pleural fluid biochemistry_ADA (%) 0 55 (33.74) 42 (77.78) 13 (11.93) < 0.0001

1 108 (66.26) 12 (22.22) 96 (88.07)

Pleural fluid biochemistry_Glucose (%) 0 100 (61.35) 25 (46.30) 75 (68.81) 0.0091

1 63 (38.65) 29 (53.70) 34 (31.19)

Coagulation profile_Prothrombin time (%) 0 27 (16.56) 14 (25.93) 13 (11.93) 0.0414

1 136 (83.44) 40 (74.07) 96 (88.07)

Coagulation profile_Thrombin time (%) 0 71 (43.56) 30 (55.56) 41 (37.61) 0.0448

1 92 (56.44) 24 (44.44) 68 (62.39)

Coagulation profile_INR (%) 0 48 (29.45) 23 (42.59) 25 (22.94) 0.016

1 115 (70.55) 31 (57.41) 84 (77.06)

Coagulation profile_APTT (%) 0 82 (50.31) 32 (59.26) 50 (45.87) 0.1491

1 81 (49.69) 22 (40.74) 59 (54.13)

Coagulation profile_Fibrinogen (%) 0 92 (56.44) 27 (50.00) 65 (59.63) 0.3175

1 71 (43.56) 27 (50.00) 44 (40.37)

ESR (%) 0 43 (26.38) 21 (38.89) 22 (20.18) 0.0182

1 120 (73.62) 33 (61.11) 87 (79.82)

Blood cell analysis_Neutrophil percentage (%) 0 129 (79.14) 34 (62.96) 95 (87.16) 0.0007

1 34 (20.86) 20 (37.04) 14 (12.84)

Blood cell analysis_Neutrophil count (%) 0 101 (61.96) 20 (37.04) 81 (74.31) < 0.0001

1 62 (38.04) 34 (62.96) 28 (25.69)

Blood cell analysis_Monocyte percentage (%) 0 50 (30.67) 31 (57.41) 19 (17.43) < 0.0001

1 113 (69.33) 23 (42.59) 90 (82.57)

Blood cell analysis_Monocyte count (%) 0 136 (83.44) 40 (74.07) 96 (88.07) 0.0414

1 27 (16.56) 14 (25.93) 13 (11.93)

Blood cell analysis_Basophil percentage (%) 0 144 (88.34) 49 (90.74) 95 (87.16) 0.6803

1 19 (11.66) 5 (9.26) 14 (12.84)
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Table 1  (continued)

Level Overall Non-TPE TPE p value

Blood cell analysis_Basophil count (%) 0 82 (50.31) 24 (44.44) 58 (53.21) 0.375

1 81 (49.69) 30 (55.56) 51 (46.79)

Blood cell analysis_Eosinophil percentage (%) 0 134 (82.21) 37 (68.52) 97 (88.99) 0.0027

1 29 (17.79) 17 (31.48) 12 (11.01)

Blood cell analysis_Eosinophil count (%) 0 107 (65.64) 24 (44.44) 83 (76.15) 0.0001

1 56 (34.36) 30 (55.56) 26 (23.85)

Blood cell analysis_Large platelet ratio (%) 0 140 (85.89) 42 (77.78) 98 (89.91) 0.0636

1 23 (14.11) 12 (22.22) 11 (10.09)

Blood cell analysis_Red cell distribution width-SD (%) 0 64 (39.26) 13 (24.07) 51 (46.79) 0.0087

1 99 (60.74) 41 (75.93) 58 (53.21)

Blood cell analysis_Immature granulocyte percentage (%) 0 23 (14.11) 9 (16.67) 14 (12.84) 0.6739

1 140 (85.89) 45 (83.33) 95 (87.16)

Blood cell analysis_Immature granulocyte count (%) 0 145 (88.96) 44 (81.48) 101 (92.66) 0.0604

1 18 (11.04) 10 (18.52) 8 (7.34)

Blood cell analysis_Lymphocyte percentage (%) 0 51 (31.29) 24 (44.44) 27 (24.77) 0.0178

1 112 (68.71) 30 (55.56) 82 (75.23)

Blood cell analysis_Lymphocyte count (%) 0 107 (65.64) 26 (48.15) 81 (74.31) 0.0017

1 56 (34.36) 28 (51.85) 28 (25.69)

Blood cell analysis_Red cell distribution width-CV (%) 0 94 (57.67) 21 (38.89) 73 (66.97) 0.0012

1 69 (42.33) 33 (61.11) 36 (33.03)

Blood cell analysis_Hematocrit (%) 0 62 (38.04) 26 (48.15) 36 (33.03) 0.0891

1 101 (61.96) 28 (51.85) 73 (66.97)

Blood cell analysis_WBC (%) 0 84 (51.53) 24 (44.44) 60 (55.05) 0.2678

1 79 (48.47) 30 (55.56) 49 (44.95)

Blood cell analysis_Plateletcrit (%) 0 142 (87.12) 44 (81.48) 98 (89.91) 0.2065

1 21 (12.88) 10 (18.52) 11 (10.09)

Blood cell analysis_Platelet count (%) 0 146 (89.57) 47 (87.04) 99 (90.83) 0.6365

1 17 (10.43) 7 (12.96) 10 (9.17)

Blood cell analysis_Hemoglobin (%) 0 129 (79.14) 39 (72.22) 90 (82.57) 0.185

1 34 (20.86) 15 (27.78) 19 (17.43)

Lipid profile_LDL-C (%) 0 39 (23.93) 5 (9.26) 34 (31.19) 0.0038

1 124 (76.07) 49 (90.74) 75 (68.81)

Lipid profile_Total cholesterol (%) 0 84 (51.53) 21 (38.89) 63 (57.80) 0.0351

1 79 (48.47) 33 (61.11) 46 (42.20)

Lipid profile_Triglycerides (%) 0 133 (81.60) 34 (62.96) 99 (90.83) < 0.0001

1 30 (18.40) 20 (37.04) 10 (9.17)

Lipid profile_HDL-C (%) 0 84 (51.53) 22 (40.74) 62 (56.88) 0.076

1 79 (48.47) 32 (59.26) 47 (43.12)

Random blood glucose (%) 0 91 (55.83) 27 (50.00) 64 (58.72) 0.375

1 72 (44.17) 27 (50.00) 45 (41.28)

Non-small cell lung cancer-associated antigen (%) 0 74 (45.40) 19 (35.19) 55 (50.46) 0.0937

1 89 (54.60) 35 (64.81) 54 (49.54)

Blood cell analysis_MCV (mean (SD)) 90.702 (8.244) 91.048 (9.478) 90.530 (7.601) 0.7067

Blood cell analysis_MCH (mean (SD)) 29.691 (2.952) 29.514 (2.925) 29.780 (2.974) 0.5896

Blood cell analysis_MCHC (mean (SD)) 327.977 (12.777) 326.465 (13.344) 328.727 (12.482) 0.2889

Blood cell analysis_MPV (mean (SD)) 9.956 (1.673) 9.919 (2.119) 9.974 (1.412) 0.8419

Blood cell analysis_PDW (mean (SD)) 14.099 (3.036) 14.231 (3.341) 14.034 (2.887) 0.6976
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total protein and ADA significantly increased the diag-
nostic value, while albumin and neutrophil count had 
the greatest negative impact. As a result, the model diag-
nosed the patient as non-TPE type (f(x) = 0.0963, < 0.5). 
The confusion matrix indicated that the model exhib-
ited high sensitivity and specificity on both the training 
set (sensitivity = 0.909, accuracy = 0.938) and the test 
set (sensitivity = 0.977, accuracy = 0.957) (Fig.  3G, H). 
The F1 score and Kappa statistics further demonstrated 
the model’s excellent diagnostic consistency on both the 
training set (F1 score = 0.944, Kappa statistics = 0.908) 
and the test set (F1 score = 0.87, Kappa statistics = 0.829).

Superior diagnostic performance of traditional logistic 
model for TPE
We established a traditional multivariate logistic regres-
sion model to diagnose TPE. We selected variables 
sequentially using forward stepwise logistic regression, 
resulting in 12 variables. We then performed a compre-
hensive evaluation of its diagnostic performance. First, 
we presented the regression analysis results of each 
biochemical and hematological variable in the logistic 
regression model using a forest plot (Fig. 4A). The results 
revealed that ADA in pleural fluid biochemistry (PFB), 
albumin in PFB, and alkaline phosphatase had odds 
ratios (OR) of 24.63 (95% CI: 5.22–169.75, P < 0.001), 
10.75 (95% CI: 1.47–121.88, P = 0.03), and 3.62 (95% 
CI: 0.73–21.61, P = 0.13), respectively. These variables 
played a significant role in diagnosing TPE. We displayed 
the logistic regression model’s scoring system through 
a nomogram (Fig.  4B). Each variable’s score was color-
coded and mapped to the probability of TPE occurrence, 
with higher scores corresponding to a higher likelihood 
of TPE. This nomogram provides a convenient diagnosis 
tool for clinicians. ROC curves in the training and test 

sets demonstrated the diagnostic performance of the 
logistic regression model (Fig.  4C, D). The AUC in the 
training set was 0.96 (95% CI: 0.93–0.99), and in the test 
set, the AUC was 0.95 (95% CI: 0.89–1.00), indicating the 
model’s high diagnostic accuracy and robustness. Moreo-
ver, we assessed the clinical utility of the model at various 
treatment thresholds using DCA (Fig. 4E, F). The results 
showed that, across a wide range of treatment thresholds, 
the logistic regression model offered a greater net benefit 
than the “treat all” and “treat none” strategies. This sup-
ports its potential value in clinical practice. In the train-
ing set, after 1000 bootstrap resamplings, the ROC curve 
further validated the model’s robustness, with an AUC 
consistently around 0.96 (Fig.  4G). Additionally, com-
parisons between forward selection, backward selection, 
and forward–backward selection methods showed mini-
mal variation in AUC. The AUC remained in the range 
of 0.95–0.96, confirming the model’s consistent diagnos-
tic performance (Fig. 4H). Finally, we compared the per-
formance of eight published models in the training and 
test sets (Fig.  4I, J). Our logistic regression model out-
performed other models, such as the Wu model (training 
AUC = 0.87, test AUC = 0.78) and the Li model (training 
AUC = 0.74, test AUC = 0.81). Our model achieved sig-
nificantly higher AUC values (training AUC = 0.96, test 
AUC = 0.95), suggesting superior performance in differ-
entiating between TPE and non-TPE patients.

Effective diagnosis of TPE using large language model 
(LLM)
We innovatively employed LLMs such as ChatGPT-4 and 
ChatGPT-4o to assess their performance in diagnosing 
TPE. First, ChatGPT-4 rated the importance of different 
biochemical and hematological indicators (Fig. 5A, Sup-
plementary Table 7), revealing that biochemical markers 

(See figure on next page.)
Fig. 2  Clinical characteristic landscape of TPE. A PLS-DA score plot showing the separation between non-TPE and TPE samples based on blood 
routine and biochemical markers. The percentage of variance explained by each principal component (PC1 and PC2) is indicated in the figure. The 
distribution of the TPE group and non-TPE group was distinguishable along PC1 (16.76%) and PC2 (16.37%). B Heatmap displaying the expression 
levels of various biochemical and hematological variables in non-TPE and TPE samples. Samples are clustered into two major groups, with variable 
names listed on the right side. Red indicates values greater than the corresponding cutoff point (1), and green indicates values smaller 
than the corresponding cutoff point (0). The variables include: (1) Liver function: Alkaline phosphatase (ALP), Total bile acids (TBA); (2) Electrolytes: 
Osmolality, Sodium (Na); (3) Tumor markers: Carcinoembryonic antigen (CEA); (4) Hematological analysis: Red cell distribution width-CV (RDW-CV), 
Neutrophil count, Neutrophil percentage, Lymphocyte count, Monocyte percentage; (5) Hospitalization: Length of hospital stay after pleural 
biopsy; (6) Lipid profile: Triglycerides; (7) PE biochemistry: Adenosine deaminase (ADA), Albumin, Total protein; (8) Age. The figure illustrates 
the distribution differences of these variables between the TPE and non-TPE groups. C The bar chart displays differences in the levels of ADA, 
monocytes, and total protein. ADA (PE biochemistry): The proportion differences between the TPE and non-TPE groups when ADA values are 
either below or above the cutoff point (25.85). Monocyte proportion (blood cell analysis): The proportion differences between the TPE and non-TPE 
groups when the monocyte proportion is either below or above the cutoff point (6.95). Total protein (PE biochemistry): The proportion differences 
between the TPE and non-TPE groups when total protein values are either below or above the cutoff point (47.35). D ROC curves for distinguishing 
non-TPE and TPE using pleural fluid ADA levels, blood routine monocyte percentage, and total protein in pleural fluid as biomarkers. The Area 
Under the Curve (AUC) and 95% CI for each biomarker are provided. These were used to evaluate the diagnostic ability of ADA (PE biochemistry), 
monocyte proportion (blood cell analysis), and total protein (PE biochemistry) in distinguishing between the TPE and non-TPE groups
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in PE, particularly ADA and total protein, received the 
highest scores. The percentage of neutrophils and lym-
phocyte counts in blood cell analysis also demonstrated 
high importance, which aligns with prior research find-
ings [27]. Next, we compared the performance of four 
models: the best machine learning model (MLbest)-
XGBoost, ChatGPT-4, ChatGPT-4o, and logistic 

regression. We evaluated these models using various 
metrics, including AUC, specificity, sensitivity, accuracy, 
F1 score, negative predictive value (NPV), and posi-
tive predictive value (PPV) (Fig. 5B). The results showed 
that ChatGPT-4o and MLbest (XGBoost) outperformed 
the others across all metrics. Both achieved AUCs 
approaching 1.00, with high sensitivity and specificity, 

Fig. 2  (See legend on previous page.)
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outperforming the traditional logistic regression model. 
This indicates that they hold significant application 
potential for diagnosing TPE. Although ChatGPT-4 
slightly underperformed compared to ChatGPT-4o, it 
still demonstrated strong diagnostic capabilities across 
all metrics. We analyzed the diagnostic results of the best 
ML (XGBoost) model and the LLM-ChatGPT model in 
this study. We found that the diagnoses of the two mod-
els were consistent for 43 cases in the test set. However, 
there were discrepancies in 5 cases, including 4 cases of 
TPE and 1 case of non-TPE. This suggests that the two 
models showed a higher discrepancy rate for cases of 
TPE than for non-TPE cases (Supplementary Fig.  2). 
Furthermore, we developed the Python package “tpeai” 
(version 0.2.0) (https://​pypi.​org/​proje​ct/​tpeai/) (Fig. 5C). 
This package integrates ChatGPT-4 for distinguish-
ing between TPE and non-TPE groups. By combining 

biochemical and hematological data, this tool effectively 
supports clinical diagnosis. We showed the specific out-
put results of the “tpeai” package in diagnosing tuber-
culous PE, along with a detailed display of ChatGPT-4’s 
logical reasoning and thought process during the analysis 
(Fig. 5D). In summary, the LLM-based ChatGPT-4 model 
demonstrates excellent performance in diagnosing TPE. 
By integrating multiple biochemical and hematological 
indicators, it can effectively diagnose TPE and provide 
valuable support for clinical decision-making.

Discussion
This study innovatively employed large language model 
(LLM) to diagnose TPE and compared its performance 
with traditional machine learning models and logistic 
regression models. The aim was to explore the poten-
tial application of LLM in the diagnosis of TPE. The 

Fig. 3  Machine learning models effectively diagnose TPE. A The plot illustrates the path of coefficients for different biochemical and hematological 
variables in lasso regression as the regularization parameter λ (Log Lambda) varies. The x-axis represents Log Lambda, the logarithm 
of the regularization parameter, and the y-axis represents the regression coefficients for each variable. As λ increases, the coefficients gradually 
approach zero, indicating that lasso regression performs variable selection by shrinking the coefficients. Curves of different colors represent 
different variables, showing the changes in their coefficients during the model regularization process. B The plot displays the cross-validation 
process of lasso regression, where the y-axis represents Binomial Deviance, and the x-axis shows different values of Log(λ). The shaded gray area 
indicates the standard error range, and the red curve represents the mean of the binomial deviance. Through cross-validation, it is observed 
that as λ changes, the binomial deviance decreases, reaching a minimum, and the corresponding λ at this point represents the optimal 
regularization parameter. The optimal λ value, marked by the dashed line, is the best regularization parameter chosen by the model. C Heatmap 
comparing AUC and F1 scores of the top 93 models out of 453 machine learning models. This heatmap compares the AUC and F1 scores 
of various machine learning models, including those using XGBoost, GBM, DeepLearning, and other algorithms. The results include AUC and F1 
scores for the training set, test set, and average values. Each model’s performance is ranked according to its AUC and F1 scores, with higher values 
indicating better performance. The color bar in the table represents the values of AUC and F1 scores, with the intensity of color reflecting the level 
of performance. AUC: AUC measures the model’s classification ability. An AUC value closer to 1 indicates better performance. In this heatmap, 
AUC values are presented for the training set, test set, and average, showing the performance variation of different models across different 
datasets. F1 Score: The F1 score is an indicator of a classification model’s accuracy, balancing precision and recall. A higher F1 score suggests 
better balance in the model’s performance across positive and negative classes. This heatmap displays the F1 scores of each model for the training 
and test sets and provides average values to facilitate comparisons of model performance at different stages. Model Name: Each row represents 
a different machine learning model, including various configurations of algorithms such as XGBoost, GBM, DeepLearning, etc. (e.g., model names 
like XGBoost_grid_1_model_108), and their corresponding AUC and F1 scores on the training and test sets. D The plot illustrates the importance 
of each variable in the best-performing XGBoost-based machine learning model on the test set. The importance of each variable is represented 
by the length of the corresponding bar, with longer bars indicating a greater contribution of that variable to the model’s diagnostic capability. The 
most important variables include ADA, alkaline phosphatase, PE biochemical markers (albumin, total protein), and hematological analysis variables 
(neutrophil count, monocyte percentage, etc.). E This plot displays the SHAP values for each feature in the best XGBoost-based machine learning 
model, representing the contribution of each feature to the model’s output. Features are listed on the y-axis, and the corresponding SHAP values 
are plotted along the x-axis. Each point represents a data point, and the color of the point indicates the value of the feature (ranging from low 
to high, with the color scale displayed on the right). Positive SHAP values (to the right of the vertical line) increase the model’s diagnostic value, 
while negative SHAP values (to the left of the vertical line) decrease the diagnostic value. The features with the greatest impact on the diagnosis 
are positioned at the top of the plot. F SHAP analysis showing the contribution of multiple features to the model’s diagnosis of specific samples 
(TPE vs. non-TPE). The x-axis represents the SHAP values, reflecting each feature’s contribution to the diagnosis. Movement to the right indicates 
an increase in the diagnostic value, while movement to the left indicates a decrease. The cumulative effect of the SHAP values determines the final 
model diagnosis. The difference between the final diagnostic value, f(x) = 0.0963, and the expected value, E(f(x)) = − 0.626, is reflected by the SHAP 
values of each feature. G Training set confusion matrix. This matrix displays the model’s diagnostic results on the training set. In the matrix, Control 
represents normal cases, and Case represents diseased cases. The model’s correctly diagnostic categories and misclassifications are as follows: 
True positives (TP): 68; False positives (FP): 1; True negatives (TN): 42; False negatives (FN): 4; The model’s performance metrics on the training set 
are: sensitivity = 0.977, specificity = 0.944, accuracy = 0.913, recall = 0.944, F1 score = 0.944, and Kappa value = 0.908. H Test set confusion matrix. This 
matrix shows the model’s diagnostic results on the test set: True positives (TP): 35; False positives (FP): 1; True negatives (TN): 10; False negatives 
(FN): 2; The model’s performance metrics on the test set are: sensitivity = 0.909, specificity = 0.946, accuracy = 0.833, recall = 0.909, F1 score = 0.87, 
and Kappa value = 0.829

(See figure on next page.)
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results demonstrate that the LLM model effectively 
integrates various clinical variables and distinguishes 
between TPE and non-TPE. Compared to traditional 
logistic regression models and common machine learn-
ing algorithms, the LLM model performed similarly to 

standard machine learning methods. It outperformed 
the logistic regression model in terms of sensitivity, 
specificity, and other evaluation metrics. These findings 
validate the potential application value of LLM for early 
diagnosis of TPE.

Fig. 3  (See legend on previous page.)
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Traditional diagnostic methods for TPE primarily rely 
on pleural effusion (PE) cultures and pleural biopsy. 
However, these methods have a high risk of missed diag-
noses, and PE culture results often take up to 8 weeks to 
be available [28]. Therefore, early and accurate identifica-
tion of TPE remains a pressing challenge. In this study, 
we successfully developed a diagnostic model based on 
an LLM artificial intelligence framework using clinical 
data from TPE patients. This model enables faster and 
more effective diagnosis in clinical settings. Compared 
to traditional diagnostic workflows, this model not only 
offers higher diagnostic efficiency but also demonstrates 
greater practical value for non-surgical diagnostic tools.

From a clinical perspective, the LLM-based TPE diag-
nostic model offers a novel approach to addressing the 
limitations of existing diagnostic methods for TPE. As 
a manifestation of tuberculosis on the pleura, the accu-
racy and efficiency of TPE diagnosis are crucial for timely 
treatment, particularly in regions with a high incidence 
of tuberculosis. Traditional TPE diagnosis primar-
ily relies on pleural biopsy; however, this is surgical and 
time-consuming. Previous studies have validated the 
role of biomarkers such as adenosine deaminase (ADA) 

and lymphocyte ratio in TPE diagnosis [29], but these 
individual biochemical or cytological indicators are 
insufficient to capture the full complexity of TPE presen-
tations. In this study, the LLM model integrates various 
indicators, including ADA, total protein, and monocyte 
percentage. This non-surgical, cost-effective diagnostic 
approach helps clinicians diagnose TPE more quickly 
and accurately under non-surgical conditions, supporting 
early diagnosis. Furthermore, variables such as ADA in 
PE, total protein, and monocyte percentage in the blood 
count were found to be strong diagnostic markers for 
distinguishing TPE from non-TPE. The key role of ADA 
levels in TPE diagnosis was further validated, consistent 
with previous research findings [30].

The LLM model developed in this study demonstrates 
performance comparable to the machine learning 
models established in our article. It outperforms pre-
vious machine learning-based models and traditional 
logistic regression models for diagnosing TPE, show-
ing superior diagnostic ability. Previous studies using 
machine learning for TPE diagnosis have primarily 
relied on algorithms such as Random Forests (RF) and 
Support Vector Machines (SVM). For example, Li et al. 

(See figure on next page.)
Fig. 4  Traditional Logistic Model Effectively Diagnoses TPE. A Forest plot of the TPE diagnostic model. This plot presents the odds ratios (OR) 
and p-values of the variables derived from the multivariate logistic regression model. The OR for each variable is displayed with horizontal error 
bars, where the length of the bars reflects the confidence interval of the OR, and the point represents the estimated OR value. The variables 
include age, various biochemical markers, and hematological parameters. PFB, pleural fluid biochemistry; BCA, blood cell analysis; Neu, Neutrophil; 
Mono, monocyte percentage; RDW, red cell distribution width; CV, coefficient of variation. B This nomogram illustrates the scores of various 
variables calculated by the TPE diagnostic model and their corresponding probabilities of TPE (Pr(GROUP)). Each variable in the model is assigned 
a score, with the variable’s value weighted according to its corresponding points, which influences the overall score and subsequently diagnoses 
the likelihood of TPE. The plot lists several clinical variables (e.g., Triglycerides, Total bile acids, Age, Albumin, etc.) and their corresponding 
scores. Each variable’s score is indicated by a red circle, while the blue box displays the score range for that variable. Some variables (e.g., ADA, 
Adenosine deaminase) have higher scores, indicating a larger contribution to the model. The lower part of the figure shows the total score, derived 
from the weighted sum of all variable scores, along with the diagnostic probability of TPE (Pr(GROUP)). As the total score increases, the diagnostic 
probability of TPE also rises significantly. C ROC curve for the logistic regression model used to identify TPE in the training set, showing the model’s 
performance at various specificity and sensitivity levels, including the AUC and 95% CI. D ROC curve for the logistic regression model in the test set, 
showing the diagnostic performance and statistical data. E This plot illustrates the net benefit of the TPE logistic regression model in the training 
set. The x-axis represents the treatment threshold probability, and the y-axis represents the net benefit. Different decision thresholds influence 
the effectiveness of the treatment strategy, with the model demonstrating a good net benefit in both low and high probability ranges. The red 
curve represents the net benefit of treating all patients, the green curve represents the net benefit of treating no patients, and the blue curve 
represents the model’s diagnostic effectiveness. F This plot shows the net benefit evaluation of the TPE logistic regression model in the test set. 
Similar to the training set, the model exhibits good diagnostic performance across varying thresholds. The red and green curves again represent 
the net benefit of treating all patients and treating no patients, respectively, while the blue curve represents the net benefit of the treatment 
strategy predicted by the logistic regression model. G This figure displays the ROC curve results from 1000 bootstrap samples, assessing the model’s 
classification performance in the training set. The blue curve represents the average ROC curve based on the training set data, while the gray 
shaded area indicates the variability of the results from the 1000 bootstrap samples, showing the changes in sensitivity and specificity 
across different samples. The figure demonstrates the stability and performance of the model assessed through bootstrap sampling on the training 
set, with the blue curve showing a high classification accuracy, indicating the model’s robust diagnostic ability. H This plot presents the ROC curves 
of the TPE logistic regression model and various stepwise regression methods, along with their corresponding AUC values and 95% confidence 
intervals. The TPE logistic regression model using forward stepwise regression (red curve) performed the best, with an AUC of 0.96. I, J ROC curve 
comparison of different models in the training set (I) and test set (J). This plot displays the ROC curve comparison between the TPE logistic 
regression model and other published models (including Wu, Li, Zhou, Liu, Li2, Ren, Lei, and Wang models) in the training set. The TPE logistic 
regression model (green curve) demonstrates the best AUC value (0.96) in the training set compared to the other models. The plot highlights 
the AUC values of the different models, emphasizing the superiority of the TPE model in diagnosing TPE
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[12] improved diagnosis accuracy with an SVM model 
(bGACO-SVM), and Zhou et  al. [10] proposed a new 
algorithm, CFDE, with an SVM model for feature selec-
tion in TPE diagnosis. However, the performance of 
these models was weaker than the LLM model devel-
oped in this study. Logistic regression models are 
widely used in disease classification. For example, Li 
et  al. [13] reported an area under the curve (AUC) of 
0.92 for TPE diagnosis using logistic regression. How-
ever, logistic regression models are limited by linear 
relationships and struggle to accurately capture com-
plex interactions between nonlinear features. In con-
trast, the LLM model is better suited for handling large 

datasets and nonlinear feature data. In this study, the 
LLM model outperformed the logistic regression model 
across multiple metrics, including AUC, F1 score, and 
sensitivity.

The LLM model’s excellent performance can be 
attributed to its ability to handle complex data and inte-
grate multiple variables [16]. In contrast, while machine 
learning is advantageous in certain specific applica-
tions (e.g., small sample data scenarios and lightweight 
real-time applications), it generally suffers from poor 
interpretability and limited generalizability. Traditional 
logistic regression models, although advantageous in 
interpretability, are constrained by their assumption of 

Fig. 4  (See legend on previous page.)
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Fig. 5  LLM (ChatGPT-4, ChatGPT-4o) for Diagnosing TPE. A This plot presents the importance scores of various clinical variables computed 
by the ChatGPT model. The importance scores are represented by bar charts, with the length of each bar indicating the relative importance 
of the variable. The error bars on each bar represent the range of variability in the importance scores of the variables. B This plot presents 
the performance of each model (MLbest, ChatGPT-4, Logistic Regression, and ChatGPT-4o) across various metrics, including AUC, F1 score, 
accuracy, sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV). The performance of each model is displayed 
using bar charts, with black error bars representing the standard error for each metric. C Information about the Python package “tpeai” (version 
0.2.0) created in this study, which uses ChatGPT-4 to distinguish between TPE and non-TPE groups. D Output from using the “tpeai” package 
to diagnose TPE. The figure includes a discussion of how ChatGPT-4 interprets the data and model diagnosis, detailing how different biochemical 
and hematological markers help differentiate TPE group from non-TPE group, along with the logical reasoning and thought process in the diagnosis
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linear relationships, limiting their applicability in com-
plex clinical settings.

Despite its advantages, the LLM model has certain 
limitations. Small sample sizes may lead to overfitting, 
compromising the model’s generalizability. Its reliance 
on specific biomarkers further restricts its applicability 
across different regions. Additionally, the random fea-
ture selection and increased complexity can complicate 
result interpretation. While this study demonstrates the 
LLM model’s potential in diagnosing TPE, further vali-
dation is necessary for real-world settings. The limited 
sample size, lack of multi-center data, and absence of 
external validation may affect the model’s stability. Future 
research could explore integrating multimodal data, such 
as genomic and imaging information, with the current 
model to enhance diagnostic accuracy and address these 
limitations.

Conclusion
This study suggests that the LLM-based diagnostic model 
provides a novel approach for the early non-surgical diag-
nosis of TPE. The ChatGPT-4 Python package, named 
“tepai” (https://​pypi.​org/​proje​ct/​tpeai/), developed in 
this study, provides a simple and user-friendly tool for 
clinicians. It allows for the rapid generation of diagnos-
tic recommendations based on basic biochemical and 
hematological data inputs. Further optimization of this 
tool will enhance its ability to support precise diagnosis 
and personalized treatment for TPE. As artificial intel-
ligence technology advances, the application of LLM is 
expected to expand. When combined with multimodal 
data such as imaging and genomic data, it could signifi-
cantly improve the diagnostic efficiency and accuracy of 
TPE. Future research should focus on validating the LLM 
model in larger, multi-center datasets to ensure its broad 
applicability and robustness.
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